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Abstract. Paleography experts spend many hours transcribing historic
documents, and state-of-the-art handwritten text recognition systems
are not suitable for performing this task automatically. In this paper we
present the modifications on a previously developed interactive frame-
work for transcription of handwritten text. This system, rather than full
automation, aimed at assisting the user with the recognition-transcription
process.
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1 Introduction

Nowadays, there is an increasing number of on-line digital libraries publishing a
large quantity of digitized legacy documents. These documents need to be tran-
scribed in order to provide historians and other researchers new ways of indexing,
consulting and querying them. Up-to-date Handwritten Text Recognition systems
(HTR) cannot replace the experts on this task, since there are no perfect accu-
racy solutions. Therefore, once the full recognition process of one document has
finished, the human expert revision is required to produce a quality transcription.
Such post-edition solution is rather inefficient and uncomfortable for the user.

As an alternative to post-editing, a multimodal interactive approach is pro-
posed in this work. The user feedback allows to improve the system accuracy [1,2],
while multimodality increases system ergonomics and user acceptability.

2 Review of the MM-CATTI Framework

In the MM-CATTI framework, the user is involved in the transcription process
since she is responsible of validating and/or correcting the HTR output [3]. The
protocol that rules this process, is formulated in the following steps:

— The HTR system proposes a full transcription a handwritten text line image.
— The user validates the longest prefix and amends the first error in the suffix.
— A new extended prefix is produced based on the previous validated prefix.
Using this new prefix, the system suggests a suitable suffix.

— These previous steps are iterated until a perfect transcription is obtained.
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3 Demo Description

The demo presented in this paper is a web-based demo. First, a series of available
documents is shown. After selecting the document, the user must choose a page
of the document to work with. Finally, the user must transcribe the handwritten
text images line by line, making corrections with pen strokes and also using the
keyboard. If pen strokes were available, the MM-CATTI server uses an on-line
HTR feedback subsystem to decode them. Then, taking into account the decoded
word and the off-line models, the MM-CATTTI server responds with a suitable
continuation to the prefix validated by the user.

The web-based demo proposed in this paper differs from the demo presented
in [4] mainly in the client-server communication. In the previous one, the com-
munication was made asynchronously via Ajax and PHP. On the contrary, the
new approach communicates much faster through sockets. Furthermore, it allows
a more flexible architecture featuring multiple user connections and server load
balancing.

4 Evaluation Results

Several experiments were carried out on a corpus corresponding to a historic hand-
writing document identified as “Cristo Salvador” [2,5]. This document was kindly
provided by the Biblioteca Valenciana Digital (BIVALDI). The estimated human
effort to produce error-free transcription using MM-CATTT is reduced by a 15%
on average, with respect to the classical HTR system. Therefore, from every 100
words misrecognized by a conventional HTR system, a human post-editor will have
to correct all the 100 erroneous words, while a MM-CATTT user would correct only
85 - the other 15 would be automatically corrected by the system.
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