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Abstract. Digital libraries desire automatic subject indexing as a scal-
able provider of high-quality semantic document representations. The
task is, however, complex and challenging, thus many issues are still
unsolved. For instance, certain concepts are not detected accurately, and
confidence estimates are often unreliable. Accurate quality estimates are,
however, crucial in practice, for example, to filter results and ensure high-
est standards before subsequent use. The proposed thesis studies appli-
cations of machine learning for automatic subject indexing, which faces
considerable challenges like class imbalance, concept drift, and zero-shot
learning. Special attention will be paid to architecture design and auto-
matic quality estimation, with experiments on scholarly publications in
economics and business studies. First results indicate the importance of
knowledge transfer between concepts and point out the value of so-called
fusion approaches that carefully combine lexical and associative subsys-
tems. This extended abstract summarizes the main topic and status of
the thesis and provides an outlook on future directions.
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1 Introduction

By subject indexing, libraries create concise yet comprehensive descriptions of
documents with terms of controlled vocabularies like MeSH', LCSH?2, GND?, or
STWH*. These structured semantic document representations are highly valuable
for digital libraries since they support services like semantic browsing, multi-
lingual information retrieval and recommendation, or trend detection. According
to the TPDL-2017 theme “Part of the machine: turning complex into scalable”?,

! www.nlm.nih.gov/mesh/.

2 id.loc.gov/authorities /subjects.html.
3 www.dnb.de/gnd.

1 www.zbw.cu/stw.

5 www.tpdl.eu/tpdl2017/.
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digital libraries demand for solutions that ease access to large amounts of hetero-
geneous data, thus making accurate automatic subject indexing a key technology
for their infrastructure. The challenges that need to be solved are, however, con-
siderable: subject indexing is a complex cognitive task which involves several
aspects of the human mind, such as natural language processing and semantic
reasoning under uncertainty. Its automation thus requires artificial intelligence
and machine learning, having many options to model the task and encode it in
terms of input, output, features, dependencies, and objectives. In the past, such
architectures have been realized in different ways.

For instance, several researchers regarded subject indexing as a multi-label
classification task [2,9], which differs from standard classification in that multiple
possibly interrelated classes have to be assigned per document. Since the num-
ber of different classes is remarkably large, often exceeding several thousands of
concepts, system engineers have to be very careful. Complex models with many
variables can quickly suffer from too few training examples to estimate parame-
ters reliably, and in order to recognize previously unseen concepts, zero-shot learn-
ing [8] and exploitation of external knowledge sources have to be regarded.

For these reasons, researchers have made several assumptions and simpli-
fications. For instance, Medelyan and Witten [7] made a specific invariance
assumption that allows to learn parameters shared by all concepts, transferring
knowledge between them. This reduces the minimum amount of documents nec-
essary for training and enables zero-shot learning, however, it requires extensive
linguistic knowledge from thesauri. Other approaches make “naive” indepen-
dence assumptions for the sake of efficiency. Very common are binary relevance
approaches like the work of Wilbur and Kim [11], using independent classifiers
for each subject heading, thus learning associations between terms and con-
cepts. More complex architectures have been constructed by combining different
approaches using meta-learning [4] or learning to rank [3]. Yet, research on the
design of machine learning architectures with heterogeneous modules for auto-
matic subject indexing is limited. Their composition and setup has numerous
parameters, configuration options, and design choices.

Interestingly, although in practice accurate quality estimates are fundamental
to ensure highest standards of generated meta-data, there have been negative
experiences with confidence values provided by systems®, hence, it becomes an
attractive research topic. Finally, note that evaluation in automatic indexing is
non-trivial and may require more detailed analysis than standard metrics like
precision and recall.

2 Contributions and Research Questions

The proposed thesis aims to make contributions in the fields of digital libraries
and computer science, gaining insights into applications of machine learning

5 For instance, due to experiments at the ZBW and correspondence with the German
National Library at a recent workshop on “Computer-assisted Subject Cataloguing”,
2017 in Stuttgart, Germany.
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techniques, and exploring different approaches, their effectiveness and efficiency.

Related to Manning’s thoughts on computational linguistics and deep learn-

ing [5], the thesis strives for thorough problem analysis and meaningful composi-

tion of machine learning architectures, which may provide more general insights.
In this regard, the thesis will be directed by the following questions:

1. Architectures:

(a) How do aspects of architecture design (modelling: encoding of input, fea-
tures, output, dependencies, objectives) and requirements of the environ-
ment (properties of thesauri, characteristics and availability of training
data, dynamics of the domain) relate to each other? In particular, which
effects does architecture design have according to concept drift and zero-
shot learning?

(b) What is the role of invariance assumptions, which enable to share para-
meters in learning? Where do they apply? How are they modeled and
integrated into systems?

(¢) Can different approaches be “meaningfully” combined, that is, can we
leverage individual advantages effectively?

2. How can (reliable) confidence estimates be computed for automatic subject
indexing? What are relevant aspects of “confidence” in subject indexing? How
do the terms “quality” and “confidence” relate to each other in the field of
automatic subject indexing? How do confidence and quality estimation fit
into encompassing architectures?

Finally, many research activities focused on the medical domain where
subject-specific solutions are available and can be incorporated. This thesis
will investigate a less-studied domain, namely scholarly publications related to
economics, where comparable solutions do not exist. Differing challenges may
emerge, with the prospect of novel insights.

3 Approach

As part of the thesis, different automatic subject indexing architectures and con-
fidence estimation approaches are analysed, designed, implemented, and evalu-
ated.

The project looks at approaches like dictionary matching, ranking and asso-
ciative methods, and determines how they fit into encompassing architectures,
especially with respect to concept drift.

Regarding confidence estimation, techniques similar to the DeepQA archi-
tecture of IBM Watson [1] will be considered. The project will first collect ideas
for implementation: confidence estimation features for automatic indexing must
be developed, and meaningfully grouped into evidence profiles. Finally, experi-
mental evaluation will be performed.

Theoretical analysis will be taken into account, however, it may be limited
due to the fuzzy nature of the tasks [9]. Therefore, experiments will be conducted
to test systems and justify hypothesis empirically. Commonly used metrics are
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precision, recall and Fy [2,9], although they may be too shallow to assess qual-
ity reasonably. Semantic relations between concepts [6] and graded ratings may
therefore be taken into account. Confidence estimation methods may be evalu-
ated using ranking metrics. The data that will mainly be used, has the following
properties: scholarly publications related to economics, written in English, only
descriptive metadata (short texts), indexed with descriptors of the STW.

4 Status Summary

A major contribution has already been accomplished by analysis of architec-
tures, development of specific fusion systems, and experiments on short texts
(titles and author keywords) [10]. This work will be supplemented by certain
extensions, their analysis, and experiments. For instance, different approaches
to apply learning components for fusion will be explored. Work on confidence
estimation is at an early stage and thus may profit from exchange with the digital
libraries community.
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